ECRYPT

115N Information Society

Technologies

IST-2002-507932
ECRYPT

European Network of Excellence in Cryptology

Network of Excellence

Information Society Technologies

D.WVL.4

First Summary Report on Asymmetric Watermarking

Due date of deliverable: 31. January 2005
Actual submission date: 31. January 2005

Start date of project: 1 February 2004 Duration: 4 years

Lead contractors: Centre National de la Recherche Scientifique (CNRS), Otto-von-Guericke
Universitat Magdeburg (GAUSS)

Revision 1.0

Project co-funded by the European Commission within the 6th Framework Programme
Dissemination Level

PU | Public X

PP | Restricted to other programme participants (including the Commission services)

RE | Restricted to a group specified by the consortium (including the Commission services)

CO | Confidential, only for members of the consortium (including the Commission services)







First Summary Report on Asymmetric
Watermarking

Editors
Patrick Bas (CNRS)
Stefan Katzenbeisser (GAUSS)

Contributors
André Adelsbach (RUB)
Mauro Barni (CNIT)
Patrick Bas (CNRS)
Stefan Katzenbeisser (GAUSS)
Alessia De Rosa (CNIT)
Ahmad-Reza Sadeghi (RUB)

31. January 2005
Revision 1.0

The work described in this report has in part been supported by the Commission of the European Com-
munities through the IST program under contract IST-2002-507932. The information in this document is
provided as is, and no warranty is given or implied that the information is fit for any particular purpose. The
user thereof uses the information at its sole risk and liability.



Contents

1 Introduction

1.1  Why Asymmetric Schemes? . . . .. ... .. ... ...
1.1.1 Public Key Watermarking . . . . . ... .. ...
1.1.2  Asymmetric Watermarking . . . . .. ... ...

1.2 Asymmetric Versus Zero-Knowledge Watermarking . . .

2 Asymmetric Watermarking

2.1 Asymmetric Watermarking Using Matrix Products . . .
2.1.1 Key Independent Watermark Detection . . . . .

2.1.2 Public Key Watermarking by Eigenvectors of Linear Transforms

2.2 Asymmetric Watermarking Using Spectrum Constraints

2.3 Unified Approach with Quadratic Detection . . . . . . .
2.4 Linear Asymmetric Watermarking Schemes . . . . . ..
2.4.1 Partial Key Embedding System . . . . . . .. ..

2.4.2 Transformed-Key Watermarking System . . . . .

2.4.3 Private Keys Generation Using Phase-shift-transforms . . . . . . . ..

2.5 A Critical View of Asymmetric Watermarking: Misconceptions and Potentials
2.5.1 Early Algorithms: the Wrong Approach . . . . .

2.5.2  Perspectives for Future Research . . . . . .. ..

3 Zero-Knowledge Watermarking

3.1 Zero-Knowledge Watermark Detection Protocols . . . .
3.1.1 Interactive Proof Systems . . . .. .. ... ...

3.1.2 Zero-Knowledge Property . . . .. .. .. .. ..

3.1.3 Design of Zero-Knowledge Watermark Detectors

[ NGV

© oo o ot ot W\

10
11
11
11

12
14

15
15
16
17
19



ii

3.2

ECRYPT — European NoE in Cryptology

3.1.4 Comparison of Zero-Knowledge Watermark Detectors . . . .. .. .. 20
3.1.5 Early Approaches to Zero-Knowledge Watermarking . . . . . ... .. 21
Computing with Committed Values . . . . . . .. .. ... ... ... ..... 22
3.2.1 Building Blocks . . . . . . .. oo 23
3.22 Protocol . . . . .. 24

Bibliography 27



Chapter 1

Introduction

1.1 Why Asymmetric Schemes?

Traditional watermarking schemes—as found in the literature [11]—are essentially symmetric,
which means that the same key is used both in the watermark embedding and detection pro-
cess. Similar to symmetric ciphers, this key must be considered critical to the security of the
watermarking scheme.! Once the key is known to an attacker, watermarks can be removed
from digital objects easily. This fact limits the usability of watermarks. In a typical applica-
tion, a watermark, representing certain application-dependent information, is embedded into
a digital object. Later, a party called prover proves to a verifier that this watermark is indeed
detectable in some possibly modified version of the content. In many cases the verifier cannot
be fully trusted, which means that sensitive information (especially the watermarking key)
should not be disclosed to him.

This problem could be resolved by asymmetric watermarking systems. Similar to public
key cryptography, asymmetric schemes allow watermarks to be embedded using a private
key. However, the watermark extraction process relies on a different key (called a public key),
which contains enough information to successfully prove the presence of a watermark but
does not contain enough information to remove the private watermark.

Traditionally, the watermark verification process requires the complete disclosure of the
secret watermarking key. Consider, for example, a classic watermarking scheme by Hartung
and Girod [26], who developed a technique to watermark digital video based on spread spec-
trum signals in the spatial domain. Let a; € {—1,1} be the watermark, encoded as strings
of 1 and —1, to be hidden in a video stream wv;:

‘al‘ag‘ag‘...‘an‘

A sequence b; is produced out of a; by repeating each sequence element cr times:

b1 | bo | .. | ber [ berst [ berga | oo | boer | - | breer |

TV
al az

In many schemes, both the watermark and the key will be considered security critical because the private
key is often used to generate the string which is embedded as watermark.
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Formally, b; is a sequence of length n - cr such that b; = a; for all indices ¢ and j with jcr <
i < (7 + 1)er. The new sequence b; is multiplied by a pseudo-noise sequence p; € {—1,1},
scaled by a constant « and added to the video stream to be watermarked:

v = v; + ab;p;.

Here, v; denotes the watermarked video stream. Due to the noisy appearance of p;, the
watermark ab;p; is also noise-like and therefore difficult to detect and remove.

In order to verify the mark, the sequence p; used in the embedding process must be known;
the possibly modified video stream v; is multiplied by the same sequence p; that was used
in the embedding process. After multiplication, all sequence elements corresponding to one
specific watermarking bit are added:

‘ P1v1 ‘ DP2v2 ‘ e ‘ DerUer ‘ Der4+1Ucr+1 ‘ Per+2Vcr+2 ‘ e ‘ DP2erV2er ‘ e ‘ Pn-crUn-cr ‘
by by
Formally,
. 2
55 = E Piv; R~ g pjab;.
jer<i<(j+1)cr jer<i<(j+1)er

Assuming that the pseudo-noise signal p; and the video stream v; are uncorrelated, the sum
should be close to s; ~ acra; and a; can be recovered by a; = sign(s;). To correctly
decode the secret information, only the sequence p; (which forms the watermarking key) must
be known; thus, this system is an example of a blind watermarking scheme. If a different
sequence is used, the recovered watermark bits are random.

In the scheme depicted above, the watermarking key consists of the sequence p; (or a seed
to a pseudo-random number generator that produces p;). In many watermarking systems the
watermark key specifies the location of the watermark in the digital data or contains sufficient
information to remove the watermark completely. In the watermarking system above, an
attacker can simply subtract the sequence p;ab; from the watermarked video signal, once he
knows both the watermark and the key. This operation completely removes the watermark.

From the perspective of a protocol designer, the watermarking system may thus be con-
sidered secure as long as there is no need to verify the watermark; once the mark is disclosed
in a protocol, the mark can be removed by the party who gains access to the watermark key.
If several digital objects were watermarked with the same mark and key, those other objects
are at risk, too.

Another important aspect is the usability of symmetric schemes: Knowledge of the sym-
metric key is necessary to determine whether a watermark is present in a digital object.
However, this prevents the mark from being used for detection by third parties, e.g., if a
potential customer wishes to determine the owner of an unlabeled image or piece of music.
Many applications are imaginable that work only if a mark can be securely detected by the
public.
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1.1.1 Public Key Watermarking

Such problems could be theoretically avoided by a watermarking algorithm analogous to
public key cryptography. Each user has a private key to embed a watermark; a third person
can perform the watermark detection using the corresponding public key. Informally, any
practical public key watermarking scheme should fulfill the following requirements [13]:

e Robustness. The embedding process should be robust; i.e., it should not be possible
to remove a watermark without rendering the data useless. Ideally, the public detection
procedure should not impair the robustness of the underlying embedding mechanism.

e Asymmetry. Knowledge of the public key does not enable an attacker to remove a
private watermark; more specifically, the public key must not reveal the location of the
private watermark in the digital object.

e Feasibility. Both embedding and detection must be computationally feasible.

e Security. It must be computationally infeasible to deduce the private key from the
public key.

e Authenticity. It must not be possible to use the public key to insert a watermark in
a digital object (or use the key in protocol attacks).

Unfortunately, such schemes seem to be difficult to engineer, as the following example
illustrates. Hartung and Girod [25] presented an extension to their watermarking system (see
Section 2.4.1), in which a mark is inserted by a private key but where the presence of the
watermark can be checked using a different (public) key. Basically, the private key consists of
the pseudorandom sequence p;. By making only parts of the sequence p; public and replacing
all other bits by a random sequence, they obtain a “public” key p?. On the average, every
n-th coefficient is taken from the original sequence:

Pt = p; with probability 1/n
p! —pr {-1,1} with probability 1 —1/n,

where «p {—1,1} denotes a random drawing from the set {—1,1}. Using this public key, a
watermark can be detected in the same manner as indicated above, where p? is used as an
replacement for p;. Due to the redundant embedding of the watermark bits, the watermark
can be successfully retrieved.

It is easy to see that the scheme fails on the public watermarking criterion, as the public
portion of the key can be removed in the same manner as the complete watermark in the sym-
metric case: the public watermark p”ab; is subtracted from the watermarked video. Although
the secret watermark could still be successfully detected with the whole key p;, the benefits
of the public detection are lost. After an attack, the watermark owner could construct a new
public key using sequence elements not yet revealed. However, this mark is susceptible to the
same attack. There is also a possibility of a protocol attack, showing that the system also
fails the authenticity requirement, as defined above. An attacker can take the public sequence
p? and insert a fake watermark into a different object (which could also be verified with the

public key p?).
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1.1.2 Asymmetric Watermarking

The ideal paradigm of public watermarking has however lead to a large variety of watermark-
ing schemes that can be qualified as asymmetric schemes. Such schemes have the property
that the set of keys that are used for the embedding and the detection of the watermark is dif-
ferent, even though they do not necessarily meet all requirements of public key watermarking
as mentioned in Section 1.1.1. For example, Hartung and Girod’s extended scheme can be
considered as asymmetric, because the embedding key p; and the detection key p? are not
identical.

Another property of asymmetric watermarking is the concept of renewability defined by
Furon et. al. [21]:

e [f the secret watermark is estimated and erased it is still possible to generate another
secret watermark that can be detected with the public detection key.

This property allows to embed different secret watermarks on different documents that share
the same public detection key. Hence, if one secret watermark is revealed, contents that is
marked with a different secret watermark is still protected.

It is also important to note that there exist asymmetric schemes that have the dual
property of the previous one (for example, the scheme by Hartung and Girod satisfies this):

e [f the public watermark is estimated and erased it is possible to design a watermark
detector that will reveal the presence of the secret watermark.

This last property is certainly not a requirement for asymmetric watermarking schemes but
may be convenient in real life applications.

1.2 Asymmetric Versus Zero-Knowledge Watermarking

In order to construct watermarking schemes that avoid the disclosure of a secret detection
key that potentially compromises the security of an application, two principal approaches can
be found in the literature:

e Truly asymmetric watermarking schemes use two different keys for watermark embed-
ding and detection on the signal-processing level. Among them are systems that use
properties of Legendre sequences [36], “one-way signal processing” techniques [16] or
eigenvectors of linear transforms [17]. Chapter 2 discusses these constructions in detail.

e In contrast to asymmetric schemes, where the detector is designed to use a different
key, zero-knowledge watermarking schemes use a standard watermark detection algo-
rithm and a cryptographic zero-knowledge proof that is wrapped around the watermark
detector. The idea was first introduced by Gopalakrishnan et. al. [24] and later re-
fined by Craver [12], Craver and Katzenbeisser [13, 14] and Adelsbach and Sadeghi [4].
Constructions for zero-knowledge watermark detectors will be described in Chapter 3.



Chapter 2

Asymmetric Watermarking

2.1 Asymmetric Watermarking Using Matrix Products

The aim of this chapter is to provide a critical review of the existing asymmetric watermarking
techniques, thereby pointing out possible future research directions. In the first three sections
we present asymmetric schemes that use a quadratic detection criterion; the fourth section
describes linear detection schemes. The last section provides a critical review of the presented
schemes and outlines future directions for asymmetric watermarking.

2.1.1 Key Independent Watermark Detection

In 1999 van Schyndel, Tirkel and Svalbe [36] proposed an algorithm that is able to verify
the presence of a watermark in a digital document without knowing both the watermarking
key and the hidden watermark. Their method is based on invariance properties of Legendre
sequences with respect to the Discrete Fourier Transform (DFT). In particular, the DFT of
a Legendre sequence 1 is:

L = DFT{l} = L;I*.

That is, the DFT of 1is equal to the conjugate Legendre sequence 1* up to a constant factor L1,
which equals the first component of the Fourier transform. Hence, they exploit the fact that
the auto-correlation values of a Legendre sequence and the cross-correlation values between
the sequence itself and its conjugate DF'T only differ by a scale factor.

Using this idea, the embedding process consists of modifying the host pixels (or some
transformed coefficients) by means of the values of the Legendre sequence. For example,
the Legendre sequence may be simply added to the host pixels. During the detection step
the algorithm computes the cross-correlation between the received signal r (i.e., the possibly
watermarked content) and its conjugate Fourier transform R*:

rI'R*
N )

C =
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where N is the length of r. A watermark is assumed to be present, if this correlation value
exceeds a constant threshold.

In order to apply the algorithm to images, the authors proposed to extend the Legendre
sequence to a two-dimensional Legendre array by directly multiplying row and column se-
quences to form a product array. Such an array can then be used for watermark embedding.
For simplicity it is also possible to embed in an image a one-dimensional Legendre sequence
by scanning the image row-by-row.

2.1.2 Public Key Watermarking by Eigenvectors of Linear Transforms

By relying on the method described in the previous section, Eggers, Su and Girod [17] con-
structed an asymmetric scheme (called eigenvector watermarking). The authors followed the
main idea of the previous algorithm (i.e., the invariance property of Legendre sequences under
the DFT), but looked at different sequences and transforms with similar properties.

In particular, they proposed to adopt a watermark w that is an eigenvector of a linear
transform matrix G,

Gw = \yw.

During the embedding step, the watermark w is added to the host signal. Watermark detec-
tion can again be performed without knowledge of the watermark by computing the correlation
between the received signal r (i.e., the possibly watermarked content) and its transformed
version Gr:

rI'Gr
c= .

N

The transform matrix should be chosen in order to achieve a good insensitivity of the detector
to the host signal and a good robustness and security against malicious attacks. Furthermore,
the efficiency of the watermark embedder and detector must be considered. There are two
factors that influence the efficiency: the computational complexity of the transform and the
existence of a compact representation for the matrix G.

The correlation ¢ is a sum of two contributions, one related to the host signal x and one
related to the watermark w. For a reliable detection result, the interference from the host
signal should be negligible—even for a high watermark embedding strength, i.e., for a high
value of the Data to Watermark Ratio (DWR). The authors show that the matrix G should
be chosen such that:

e e
E{XNX}zo and Var{XNX}oc

1 .
N )
this can be achieved if Gx and x are uncorrelated.

Regarding robustness, comparing the performance of the proposed public approach with
a symmetric scheme shows that in order to achieve approximately the same detection perfor-
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mance, the watermark length in the public scheme has to be increased by a factor of DWR?2.
This is a very demanding request if we consider that DWR > 1 1.

From a security point of view, Eggers et. al. analyzed a possible attack which consists in
an exhaustive search of the embedded watermark w. One promising attempt for an attacker
is to compute the eigenvalues A; of G and search for the corresponding eigenvectors. If
the geometrical multiplicity of the eigenvalue A\g is equal to one, then the corresponding
eigenvector is unique (i.e., equals w) and may be easily found. To avoid such an attack,
the eigenvalue related to the eigenvector w should have a geometrical multiplicity > 1. In
this case, the corresponding eigenvectors are not uniquely defined and the attacker must
do an exhaustive search in a space that increases exponentially with the multiplicity of the
eigenvalue.

Another attack against the watermark security consists in confusing the public detector
by adding an appropriate sequence z that is orthogonal to w to the watermarked content. In
particular, let us assume that z is an eigenvector of G corresponding to the eigenvalue —3\g,
with 8 > 0 and Ag being eigenvalue of w. We have:

Gz = —()\z.

By adding the scaled sequence z//3, the watermark detector will measure zero correlation. Of
course, the attacker must consider the quality degradation depending from the addition of z.

A special case of eigenvector watermarking uses the Fourier transform as transformation
matrix: G = Gppr. The benefit of this choice is twofold: the detection matrix G has not
to be transmitted to the detector and fast algorithms to compute the transform are known.
It is clear that, for real signals, this approach is almost the same as that based on Legendre
sequences, with R instead of R*:

I‘TGDFTI‘_I‘TR
N N

CcC =

The benefit of the eigenvector approach with respect to the Legendre approach is that it
permits to overcome the problems due to the small number of Legendre sequences. In fact,
there are only N — 2 Legendre sequences of length NV, thus enabling an efficient exhaustive
search for watermarks.

Another useful class of transformation matrices are the permutation matrices G pggry. As
in the case of G ppr, these matrices have the benefit of a low cost transmission to the detector
and of computational efficiency. In fact, G pgry can be described through few values (for a
signal of length N at most N — 1 integer values are needed); in addition, the permutation
transform only consists of re-indexing operations and is thus computationally efficient.

n the above expression a linear version of DWR is used, whereas in most cases a logarithmic scale is used
(e.g., DWR is measured in dB).
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Secret key 2

r(n)

v

Original signal r (n)

Interleaver

A J Y

i i N Watermarked
Secretkey 1 — B Random white noise W Convolution Addition . Inverse \
generator interleaver signal rw( n)

Filter h(n)

Embedding

Tested signal r(n) Interleaver Periodogram Decision rule

Filter h(n) ?

Secret key 2
Detection

Figure 2.1: Embedding and Detection functions of the asymmetric watermarking scheme
presented by Furon and Duhamel.

2.2 Asymmetric Watermarking Using Spectrum Constraints

Furon and Duhamel [16, 20] presented an asymmetric watermarking scheme that modifies the
spectrum shape of an interleaved image to perform the embedding of the watermark. The
main steps of this scheme are depicted in Figure 2.12.

Since the scheme is asymmetric, the set of keys that are needed during the embedding and
the detection is different. The embedding of the watermark needs a private key composed of
three individual keys:

e a key that enables the generation of white noise Ny, (n),n € {0,...,N — 1},

e the coefficients of a convolution filter ~A(n) that can be convoluted with N,,(n) in order
to obtain colored noise N.(n), and

e another key that acts as parameter of the interleaving function and yields to an inter-
leaved signal® r;(n) from the original signal r,(n).

Because Ny (n) and r;(n) can be both considered as white signals, the spectrum after the
embedding, done by adding the colored noise N.(n), will have the same shape as the spectrum
of h(n). This fact is used for watermark detection.

2This Figure is strictly equivalent to the initial Figure presented by the authors in [20]; for pedagogical
purposes we have interleaved the extracted content instead of the colored noise during the embedding process,
the detection process remains identical.

3The term “signal” means here a component of the media content that can be used to describe it; a signal
can be, for example, pixel values, DCT coefficients, wavelet coefficients, etc.
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It is important to note that during the detection process, only a set of two keys, the first
represented by the coefficients of h(n) and the second represented by the interleaving key,
are used. This implies that the original white noise N,,(n), which represents the watermark,
cannot easily be removed.

The watermark detection process has to decide if the spectrum of the interleaved signal
is similar to the shape of the spectrum of h(n) or not. This is done by calculating an
approximation of the likelihood function of the spectrum for each hypothesis; finally both
functions are compared with a threshold. For each hypothesis the likelihood V(r,S;) can be
shown to be (using Whittle’s theorem):

V(r,S;) = 2]\7/1/2 I(f)

L) Tl

where S;(f) is the spectrum of each hypothesis (0 for an original content and 1 for a marked
content) and I(f) is the periodogram function defined by:

2

I(f) = Vfe]—1/2,1/2].

N—-1
Z 7,,[n]e%rznf
k=0

The authors point out that this construction can be adapted to any watermarking scheme
that uses Spread Spectrum techniques. In addition, they gave an implementation based on a
Direct Sequence Spread Spectrum technique presented by De Rosa et. al. [34] using the DFT
space for both watermark embedding and detection.

2.3 Unified Approach with Quadratic Detection

In [21] and [19] Furon et. al. proposed an unified approach that is able to describe all schemes
that have been presented so far. They outline that in the schemes presented by Smith and
Dodge* [35], Van Schyndel et. al. [36], Eggers et. al. [17] and Furon and Duhamel [20], the
detection function D(r) can be written using a quadratic form Q():

r) rlAr
D(r):Q](V): ]\1?

The authors also compare the power of the presented test with the power of a classical spread
spectrum test. The power of the test is relative with the deflection coefficient given by

. _ E{xlH)) - B{r|Ho}

Ur|H1

4Smith and Dodge proposed a basic asymmetric watermarking scheme that relies on the embedding a
periodical random sequence. The detection of the watermark is afterwards done by calculating the cross-
correlation of the image (the peaks that are due to periodicity reveal then the presence of the watermark).
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where H;p is the hypothesis when r corresponds to a watermarked content and Hg is the
hypothesis when r corresponds to a non watermarked content. For classical spread spectrum
schemes, the authors show that

e~ TV VN,
S

g

where o, denotes the standard deviation of the original signal.

For asymmetric watermarking schemes based on a quadratic form the expression of the
deflection coeflicient is given by:

o2

e~ —2+/N.
o2
S

Consequently, because oy /og < 1 in watermarking scenarios, the efficiency of asymmetric
watermarking methods is smaller than for DSSS watermarking methods. For a classical ratio
0‘2,[, / O’% equal to —20dB, the length of the random sequence has to be ten times longer for
asymmetric watermarking schemes than that for DSSS watermarking schemes to provide
similar detection performances.

Nevertheless, in [19] authors also investigate security issues in the cases of detection
schemes that use a quadratic form as a detection function, especially its resistance against
oracle attacks [28]°. For classic DSSS watermarking schemes, the attacker has to estimate
a watermark of length N. In the asymmetric case, the attacker has to estimate the matrix
A which is represented by a signal of size N2. The authors note that, even if an attack
complexity proportional to O(N?) is not sufficient to design a secure algorithm, it is better
that classical DSSS.

2.4 Linear Asymmetric Watermarking Schemes

Other authors explored the framework of classical spread spectrum watermarking techniques
in order to achieve to asymmetry. These schemes rely on the generation of a public key that
is a random signal which is partially correlated with the private key. In this approach, the
detection of the watermark is not a quadratic but a linear function:

_C(r) prr
N N

It is important to note that, due to the correlation structure of the detector, the public water-
mark can be easily removed using adequate scaling and subtraction of the public watermark.
Several constructions for correlation-based asymmetric watermarking schemes are reviewed
below.

5The oracle attack is an attack where the attacker has black-box access to a watermark detector: the
attacker has the possibility to feed the detector with arbitrarily chosen content and observe the detection
results, but has no access to the internal structure of the detector.
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2.4.1 Partial Key Embedding System

Hartung and Girod [25] were the first to design an asymmetric watermarking scheme based
on correlation. This scheme, already presented in Chapter 1, relies on the addition of a very
large random sequence that depends on a private key. Each public key is thereafter generated
by taking one part of the initial samples of the private key. The size of the public watermark
is chosen in such a way that the number of samples is sufficient to guarantee the detection
of the public watermark but also allows the detection of the secret watermark by subtracting
the private sequence (e.g., the private key).

2.4.2 Transformed-Key Watermarking System

Choi et. al. [9] proposed another correlation-based asymmetric watermarking scheme which
requires a linear transform (defined by a matrix A) to generate both the private key and the
public key. Using a random secret vector u, the secret key and public keys are respectively
given by Au and A~ Tu.

The embedding process adds a weighted private watermark wp, = 7,-Au to the host
signal x:

Yy =X+ awp = X + ay,Au
The detection is performed by correlating the received signal r with the public watermark
Wpu = ’ypuA*Tu:
wpuTr = 'ypuuTAflx + 'ypuuTAfloryprAu = fypuuTAflx + a'ypu’ypruTu.
We can note that the matrix A acts as a scrambling function that generates the private

embedded mark wp, from u. The matrix A~T is used to cancel the effect of A during the
detection process without revealing u.

It is important to point out that this scheme has several important drawbacks:
e As other schemes of this category, the public watermark can be trivially removed just
by subtracting a scaled version of wp,,.

e The matrix A and the vector u have to be carefully chosen in such a way that their
cross correlation is not too big to prevent the removing of the private watermark.

e If a large set of privates key is used it is possible to estimate the matrix AAT and
consequently to remove the private key.

2.4.3 Private Keys Generation Using Phase-shift-transforms

Kim et. al. [29] have developed another public key generation scheme that provides partial
correlation with the secret watermark. Contrary to previous correlation-based schemes, a set
of private watermarks is generated for one public watermark. The authors point out that



12 ECRYPT — European NoFE in Cryptology

such a technique can be useful to allow multiple detection of a same public watermarking
without having the possibility to estimate the private watermark using several watermarked
images. The construction of private watermarks is done using the phase-shift-transform.
The public watermark wy,(n), chosen as a random sequence, is transformed in the DFT
domain, yielding W, (k). Then the frequency components of one secret key are defined by
Wy (k) = Wpyu(k)el *("), where ®(k) is a binary random sequence with two possible values —®
and ®g. This operation was named phase-shift-transform by the authors. The normalized
correlation between wy,, and wy, is given by cos(®g). Consequently, the parameter ®( enables
to choose the degree of correlation between the public and the secret watermark. The authors
choose @y = 0.5 to prevent the loss of the private detection by removing the public key.

2.5 A Critical View of Asymmetric Watermarking: Miscon-
ceptions and Potentials

In this section we give a critical overview of the asymmetric watermarking algorithms proposed
so far. More specifically, by slightly changing the point of view of our analysis, we will see
that virtually all the systems proposed so far failed to use asymmetry to increase security.
This is evident when the informed embedding paradigm is taken into account.

2.5.1 Early Algorithms: the Wrong Approach

For sake of simplicity, in the following, we will focus on watermark detection, the extension
to multibit watermarking being straightforward. Let us indicate by x = (x1...xz,) the row
vector with the original, to-be-marked features, let y = (y1...y,) be the marked feature
vector, and &£, D denote, respectively, the embedding and detection function. We clearly
have:

y = g(x7Ke)7 (2‘1)

D(y, K4) = yes/no, (2.2)

where K. and K  are the embedding and detection keys respectively. The definition of D and
the associated detection key K, automatically partitions the feature space into two regions,
let us call them the watermarked region I, and the non-watermarked region Iy. Given this
basic definition of the watermarking process, the task of the embedding function £ can be
simply described as: given the to-be-marked vector x, find a point in I, which is close enough
to x and far enough from the border of I, so to achieve a desired level of robustness.

Note that the term close enough must be understood in a perceptual sense, and that the
definition of robustness is purposely vague, being its role marginal in this context. The above
definition of the watermarking problem reflects a typical informed-embedding point of view,
where the watermarking signal, let us call it w, that needs to be added to x in order to move
it into I, may depend on x itself, and is not part of the embedding key K.. Note that this
was not the case with blind-embedding methods, e.g., with spread spectrum watermarking,
where the watermarking signal was considered to be part of K. and, hence, it did not depend
on X.
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In spite of the above observations, most of the asymmetric algorithms proposed so far rely
on the assumption that the watermarking signal is part of the embedding key, and achieve
asymmetry by avoiding that the detector uses it to decide whether y belongs to I,, or not.
Let us consider, for example, the very simple asymmetric watermarking scheme developed by
Smith and Dodge in 1999 [35]. The feature vector x is split into two equal parts and to each
part the same pseudorandom signal is added:

Yi = T + yw;, (2.3)
Yitn/2 = Titn/2 T YWi, (2.4)

for 1 < i < n/2. The detector simply computes the correlation between the first and the
second part of the watermarked feature vector, i.e.,

9 n/2
c== Z Yilditn/2; (2.5)
i=1

and compares it against a detection threshold. In order to consider the above scheme as an
asymmetric algorithm, it is necessary that the watermarking signal w is seen as the embedding
key, whereas no detection key is needed. If we follow the informed embedding point of view,
however, the choice of the particular w to be added to x has not to be considered as part
of K., since it is better seen as an output (or to better say a side-output) of &, rather than
one of its inputs. On the contrary, the keys K. and K  are only intended to describe the
watermarked region [,,. We could also use the above argument to state that in the system
proposed by Smith and Dodge [35] the embedding and detection keys are basically empty
sets.

As we have seen previously, in more sophisticated asymmetric systems, the watermarked
region is defined by means of a quadratic form, so that

y! Ay

D(y,Ky) =yes iff >T, (2.6)
where the square matrix A is needed both at the embedder and the detector, and hence it
plays both the role of the embedding and detection keys K. = K4 = A. For the simple
scheme described previously we would have

0 I
A=2| M2 n2 } . 2.7

Note that, unlike required by the asymmetric strategy, K. = Ky, the ignorance of the water-
marking signal by D being irrelevant. Then why are the schemes described in the previous
sections more secure than classical spread spectrum watermarking? Because the shape of
the watermarking region is more complex (it needs more parameters to be described), hence
making the implementation of the the sensitivity attack (followed by a closest point attack)
more difficult (complex)®.

SUnder this perspective the natural way of extending the analysis in [21], is to further increase the complexity
of the watermarked region, e.g. by using higher order functions of x [27].
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2.5.2 Perspectives for Future Research

The wrong approach to the problem of asymmetric watermarking, that characterized early
algorithms, may lead one to think that asymmetric watermarking is not the right answer to
the security threats set by the sensitivity and the closest point attacks in a public detection
framework. However this is not necessarily true. In order to understand how asymmetric
watermarking may improve the security of watermarking systems, let us consider again the
task of the embedder and let us compare it to that of the attacker. Given a point x in
Iy (if x € I, then £ may let y = x), it is the embedder’s goal to find a point within I,
which is close enough to x. What about the attacker, then? Given a point y in I, the
attacker must find a point within Iy which is close enough to y. It is readily seen that the
attacker shares essential the same (we could say the dual) goal of the embedder. Why should
attacker’s work be more difficult than that of the embedder? Possibly because the embedder
exactly knows I, while the attacker does not. This corresponds to the symmetric approach
where K, = Ky = I, (note that the detector surely knows I, since otherwise it could not
verify whereas y lies within it or not). As we know, this approach is effective as long as the
attacker can not estimate K4, however in the public detection scenario, this hypothesis does
not hold. A possible solution is to continue adopting a symmetric approach and make the
estimation of K, (the shape of I,,) as difficult as possible (as it is essentially done by the
asymmetric algorithms proposed so far). Interestingly, the similarity between the embedder’s
and attacker’s goal points out a problem of this approach: by complicating the shape of I,
we certainly increase the security of the system, however we also make the embedder’s task
more difficult.

An alternative solution is to use asymmetric watermarking. A first possibility in this
direction, is that the embedder and the detector use two different watermarked regions I, .
and I, 4, with I, o C I, g. If the shape of I, 4 is much more complicated than that of I,
then it may be difficult for the attacker to estimate it, and, once the estimation is known,
to apply the closest point attack (this is not the case for the embedder since £ relies on the
simpler region Iy, ). A proposal in this direction has been made in [31], where by starting
from a simple-shaped I, ., a watermarked region I, 4 with a much more complicated shape
is built by relying on fractal theory. The problem with this approach is that I, . — I, ¢ must
be as small a set as possible, so that the false detection probability is not increased too much.
This requirement, in turn, makes it possible for the attacker to use a rough easy-to-compute
estimate of I,, 4 to perform his attack.

A second solution is to use the same watermarked region, but provide the embedder and
the detector with two different descriptions of it. For example, the detector could be provided
with an implicit non-invertible, description of I, while an explicit description is given to the
embedder. As far as we know no algorithm has been developed so far in this direction.

As a last resort, the set I, could be built in such a way that it is easy to enter it, but very
difficult to exit from it. This would be a perfect solution, since the need to keep the shape
of I,, secret would disappear, security being granted by the nature itself of the embedding
and the attack problems. This approach, where nothing has to be kept secret, is sometimes
referred to as open cards or open hands watermarking [6]. Though interesting, the viability
of such an approach is rather questionable. Some possible directions to build a watermarked
region matching the requirements of the open cards scenario are given in [32].



Chapter 3

Zero-Knowledge Watermarking

3.1 Zero-Knowledge Watermark Detection Protocols

In contrast to asymmetric schemes, where the detector is designed to use a different key,
zero-knowledge watermarking schemes use a standard watermark detection algorithm and
a cryptographic zero-knowledge proof that is wrapped around the watermark detector. The
idea was first introduced by Gopalakrishnan et al. [24], who describe a protocol that allows an
RSA-encrypted watermark to be detected in RSA-encrypted content. However, the protocol
was not truly zero-knowledge. Subsequent research by Craver [12], Craver and Katzenbeisser
[13, 14] and Adelsbach and Sadeghi [4] concentrated on the construction of cryptographic
zero-knowledge proofs for watermark detectors. An overview and summary of zero-knowledge
watermark detection can be found in [1, 2].

The goal of zero-knowledge watermark detection is to prove the presence of a specific
watermark in a digital object without compromising the security of this watermark. To achieve
this, all security-critical parameters, i.e., the watermark and the detection key, are encoded
and watermark detection is performed on the encoded parameters, without removing the
encoding. Such protocols ideally fulfill the following two requirements:

1. Inputs conceal watermark and key. The encoded inputs do not reveal any infor-
mation about the watermark and the detection key.

2. Protocol is zero-knowledge. A run of the protocol does not disclose any information
in addition to the inputs of the protocol and the binary watermark detection result.

These properties guarantee that a watermark stays as secure as if only the detection result
has been revealed. Zero-knowledge watermark detection can improve the security of many
applications which rely on symmetric watermarking schemes, and can reduce the necessary
trust in certain parties or devices.

15
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3.1.1 Interactive Proof Systems

For a detailed introduction to interactive proof systems and zero-knowledge proofs, we refer
to [33, 22].

Formally, a zero-knowledge proof is an interactive proof system, which can be described
as a two-party protocol with output between two entities P and V. P is called “prover”,
whereas V is called “verifier”. The prover’s task is to prove a statement to the verifier; this
statement is encoded in the common input of the protocol. The output is either T or L,
indicating whether the verifier accepts or rejects the statement. Both parties have access to
an auxiliary input, encoding secret information.

The fundamental security properties of an interactive proof system are completeness and
soundness:

e Completeness. A correct prover P can prove all correct statements to a correct verifier

V.

e Soundness. A cheating prover P* cannot prove a wrong statement to an honest verifier.
That is, a verification procedure cannot be faked such that a honest V accepts false
statements. Note that this property is usually probabilistic, i.e., there may be a tolerated
success probability for a cheating prover.

In the cryptographic literature, two main types of proof systems can be identified:

e Proof of language membership for a fixed language L. Here, the prover P wants to
convince the verifier V that a string x, called common input, available to both parties,
satisfies indeed = € L. (Note that trivially each language L € NP has an interactive
proof system).

e Proof of knowledge for a fixed relation R. Again, both P and V share a common
input z. In a proof of knowledge, P wants to prove to V that he “knows” a string Auz,
called witness, such that (z, Auz) € R.

In the rest of this work, we will denote with I' a set of (numeric) security parameters,
describing, among others, the degree of confidence in the proof system or the strength of the
hiding property. Furthermore, GENERATE will denote the generating algorithm. On input
I', GENERATE outputs a pair (x, Auz), where x is the common input and Auz denotes the
corresponding auxiliary input of the prover P.

An interactive prove protocol is a two-party cryptographic protocol between P and V,
where the common input is given by x and I', and P’s private input by Auz. During the
protocol, P and V exchange messages and at the end, V outputs either T or 1, indicating
whether V accepts or rejects the proof.

Most proof protocols have a challenge-response form. Given the common input, the pro-
tocol consists of three moves: the prover P starts by sending a message to V, who in turn
responds by sending a challenge to P; in the last step, P sends his answer back to V, who
verifies its correctness.
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Formally, an interactive proof system for language membership is defined as follows:

Definition 1 Let L be a language, I' be the set of security parameters, and v € I' a secu-
rity parameter. Further, let GENERATE be a generating algorithm, and P and V be interac-
tive algorithms. An interactive proof system for language membership providing information-
theoretical soundness over L is an interactive cryptographic protocol between P and V such
that

1. Correct generation. For all security parameters I' and all tuples (x,Auz) <«
GENERATE(T"), z € L holds, i.e., GENERATE generates only elements of the language
L.

2. Completeness. For all parameters I' and all (x, Auzr) «— GENERATE(L'), a correct
prover can always convince a correct verifier V of x € L, i.e.,

PVp 4o (T, 2) = T] = 1.

3. Soundness. For all interactive algorithms P*, for all valid parameters I', for all x ¢ L
and for all Auz € {0,1}*,

P[V'P*,Aum (F,CL‘) = T] < 277,

Here, we denote with Vp 4., the probabilistic algorithm V when interacting with the prover
P, whose private input is Auz. Informally, the soundness assures that a cheating prover
cannot incorrectly convince a correct verifier of z € L. Note that no restriction is placed
on the computational power of the verifier; we therefore speak of unconditional soundness.
Alternatively, one may also consider only provers whose computational power is restricted,
namely bound to polynomial computations.

A formal definition of proofs of knowledge can be found in [22] and [2].

3.1.2 Zero-Knowledge Property

Informally, a proof system is said to be zero-knowledge, if the system reveals “no knowledge”
to the verifier, except the fact that the assertion is valid. In other words, the verifier should
gain “no new knowledge” from the conversation with the prover during a protocol run that
he cannot readily compute from the inputs of the protocol alone. More formally, the verifier
gains no new knowledge from the protocol run, if he could easily compute his view of the
proof by only having the common input = and no interaction with the prover. The view
consists of the messages the verifier exchanges with the prover, its states and the content of
its random tape.

The zero-knowledge property is a security requirement defined to protect provers and
should be guaranteed as long as the provers follow the protocol. Thus, zero-knowledge con-
siders only honest provers whereas the verifier is in general considered to be an adversary V*
who wants to extract knowledge from the prover. In contrast to an honest verifier, V* may
have an auzxiliary input Auzy~. This input can be interpreted as the prior knowledge of the
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verifier which it may have obtained during other protocol-runs with the prover (in which the
prover may have used the same auxiliary input).

The zero-knowledge property requires that whatever can be efficiently computed from x
and Auxy+ after completing the interaction with the prover on any z, can be computed by
V* from z and Auzy+ without interaction with the prover.

To prove this property, one usually shows the existence of an algorithm called simulator
SiMy+ which, given the inputs of the verifier (i.e., the common input z and the auxiliary input
Auzy+), can compute the view of the verifier. Note that cheating verifiers V* might deviate
from the protocol specification, and might produce a view different from that of the honest
verifier. Hence, we are required to give a simulator SiMy+ for every V*. In the following, we
consider only black-box simulation, i.e., there is a universal simulator which, given any V* as
a black-box and V*’s inputs, simulates the view of V* step-by-step, where SiMy+ is given the
capability (privilege) to reset V*’s state. We will allow the simulator to fail with a certain
bounded probability; in this case, SIM+ outputs some special symbol L.

The view of the verifier VIEW(V*,P) is a random variable defined by the run of the proof
protocol with the honest prover P. The view simulated by the simulator SiMy« is denoted by
SiMy+ (z, ', Auzy).

Definition 2 Let (P,V) be an interactive proof system. The proof system (P,V) is called
perfect auxiliary zero-knowledge, if for all probabilistic interactive algorithms V*, there exists a
(non-interactive) probabilistic algorithm (called simulator) SIMy» such that for all parameters
T, for all (z, Auzr) «— GENERATE(I') and for all Auzy~ € {0,1}* the following conditions
hold:

e On input x, SIMy= outputs the symbol L with probability at most 1/2,

e The two probability distributions of VIEW(V*,P) and SiMy= (x,T', Auzy) are identical,
where the latter denotes the random variable SIMy» (x,T", Auz~), conditioned on values
other than L.

Variations of this definitions are possible. A proof system is called statistically zero-
knowledge if the two distributions VIEW(V*,P) and SiMy= (z,T', Auzy-) are statistically in-
distinguishable; the proof system is called computationally zero-knowledge if they are com-
putationally indistinguishable [22].

It can be shown that the sequential composition of auxiliary zero-knowledge proofs is
also zero-knowledge, i.e., if subsequent zero-knowledge protocols are performed, then the
composed protocol is also zero-knowledge (see [23] and [22]). The same result holds for the
sequential composition of polynomially many proofs. This result is very fundamental and
useful when designing zero-knowledge protocols. One usually constructs a protocol, called
atomic proof, for proving a certain assertion. However, the atomic proof normally does not
prove the claim completely, especially there may be a certain success probability for a cheating
prover to convince the verifier. To handle this, the atomic proof is repeated until a certain
degree of confidence is achieved. Now, the sequential composition lemma guarantees that if
the atomic proof is zero-knowledge, so is also the proof which results from the repetitions
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of the atomic proof. A further application of this composition lemma is that complex zero-
knowledge proofs can be assembled from several zero-knowledge proofs, while maintaining
the overall zero-knowledge property.

3.1.3 Design of Zero-Knowledge Watermark Detectors

A zero-knowledge watermarking scheme is an interactive proof system between a prover P
and a verifier V; the task of the prover is to convince the verifier that a certain watermark is
present in a digital object. The protocol is designed as follows:

e Common input. The common input of P and V consists of a (possibly modified) digital
object O and encodings of the watermark and the detection key as well as certain public
parameters. This encoding must perfectly “hide” the watermark and the key (note that
if these parameters were input as plain text, even the standard watermark detector
would be zero-knowledge, since no new, i.e., hard to compute, knowledge is gained from
the detector’s output).

e Auxiliary input. The prover’s auxiliary input contains some secret information about
the common input, which might be the unmarked object or secret keys controlling the
encoding.

e Proof statement. The statement proved is either a proof of language membership
or a proof of knowledge. In the former case, the membership of the common input x
in a language L must imply (by the construction of the protocol) that a watermark is
detectable. In the latter case, knowledge of a witness must imply successful watermark
detection.

The security guarantees are the following:

e Zero-knowledge property. The proof protocol and its outputs disclose no additional
knowledge on the watermark, the detection key and the original object, i.e., the proof
is zero-knowledge.

e Completeness. The completeness of the prove procedure guarantees that watermark
detection “works”, i.e., that any honest prover can prove the presence of a watermark
to a correct verifier.

e Soundness. The soundness of the prove procedure assures that a cheating prover
cannot trick a honest verifier into accepting that a watermark is detectable, although
the underlying watermark detector would fail to report its presence.

Remark on Ambiguity Attacks Note that the zero-knowledge property is a property of
the detector. Whenever a watermark is detectable in the underlying (symmetric) watermark-
ing scheme, the presence of this mark can also be proved in zero-knowledge. The soundness
of the prove procedure only assures that a verifier will not accept an encoded watermark,
whose presence cannot be detected by the underlying watermark detector. This implies that
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the verifier cannot distinguish whether a watermark was previously embedded by the prover
(or some other party) or whether the detectable mark is a false positive. Although this also
holds with standard symmetric watermarking schemes, ambiguity attacks are considerably
more difficult to prevent with zero-knowledge watermark detectors. The reason for this is
that the watermark cannot be disclosed during the detection procedure; common counter-
measures (like the use of a digital signature as part of the watermark) are much more difficult
to implement. Similar problems arise when special properties of watermarks (e.g., whether
the watermark contains some fixed identity string) must be verified during a protocol run.
These problems can be solved in several ways; for an overview of possible implementations
we refer to [2, 3].

3.1.4 Comparison of Zero-Knowledge Watermark Detectors

The general characterization of zero-knowledge watermark detection, as given in Section 3.1.3,
leaves several degrees of freedom. One can imagine several, more or less reasonable, definitions
of zero-knowledge watermark detection derivable from the characterization, each offering dif-
ferent levels of security. These possible definitions can be compared according to the following
criteria [2]:

e Encoding of common inputs. The encoding of the common inputs must provide
sufficient security; if the common input already leaks information about the original
object or the watermark, there is no need for a zero-knowledge protocol, as an attacker
can readily compute all information from the common inputs to the protocol. Ideally,
the encoding should be performed with a statistically hiding bit-commitment scheme.

Secrecy of this encoding is perhaps the most crucial issue in zero-knowledge watermark
detection. In certain applications the secrecy of this encoding is even more important
than the zero-knowledge property of the protocol itself, because the common inputs may
be publicly available (e.g., in a public database), even if the zero-knowledge watermark
detection protocol is not executed at all.

e Domain covered by common inputs. Watermark detection generally works on
arbitrarily modified documents. The robustness of the procedure assures that water-
marks stay detectable, even after heavy modifications. Ideally, a zero-knowledge water-
marking scheme covers the same detection inputs as the standard watermark detector.
A priori this is not guaranteed, as Definition 1 and 2 only require the completeness,
soundness and zero-knowledge properties for unmodified inputs. Unfortunately there
are zero-knowledge watermark detection schemes, which do not cover the same domain
of detection inputs as the underlying watermark detector, and applying them to com-
mon inputs which are intentionally modified by an attacker may have strong negative
impact on the security guarantees:

— For common inputs that were not computed according to the generating procedure,
the completeness property is not guaranteed to hold. This means that watermark
detection might not work at all.

— For common inputs = ¢ L (or ¢ L), the zero-knowledge property does not nec-
essarily hold. Some schemes can guarantee the zero-knowledge property only if the
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common input is restricted in such a way that the detection protocol is performed
for the unmodified watermarked work, or at least one which was not maliciously
modified by the verifier. This is a very strong assumption, since it contradicts
the robustness property of watermarking schemes (however, such schemes may be
useful in protocols that require watermark detection in unmodified works only).

If a zero-knowledge watermark detection scheme with restricted common inputs is
used in a watermarking protocol, the prover must take care that he only partici-
pates in protocol-runs for valid common inputs x € L or x € Lp, respectively.

e Zero-Knowledge Property of the Detection Protocol. There are certain de-
grees of freedom in the definition of zero-knowledge (e.g., one may require information-
theoretical zero-knowledge or accept the weaker notion of computational zero-
knowledge).

Watermark detection protocols which do not fulfill a cryptographic zero-knowledge prop-
erty may still conceal most of the security critical information, and only leak a certain
amount of information. However, it is difficult to prove an upper bound on the infor-
mation leaked during each run, which would be desirable to estimate how many runs
one can do without getting compromised. In most cases, a lower bound on the infor-
mation loss can be specified by giving a concrete attack, which recovers partial secret
information during each protocol-run.

3.1.5 Early Approaches to Zero-Knowledge Watermarking
Exploiting Ambiguity Attacks

It is possible to construct a protocol that relies on the possibility of performing an ambiguity
attack [12]. Such attacks attempt to compute a watermark, which has never been embedded in
a digital object O, but nevertheless can be detected there. The idea of the scheme in [12] is as
follows: The valid watermark WM is concealed among a set of n fake watermarks constructed
through ambiguity attacks. Now, the adversary (equipped solely with a watermark detector)
cannot decide which of the watermarks is not counterfeit. The prover has to show that there
is a valid watermark in this list without revealing its position. Here, a watermark is called
valid, if the prover knows its discrete logarithm (w.r.t a specific generator g) in Z;.

The protocol consists of two steps: watermark detection for n watermarks and a zero-
knowledge proof of knowledge for the discrete logarithm problem. The detection process
is successful, if some watermarks WM;,, ..., WM;, are still present and the prover P can
convince the verifier V that he knows the discrete log of at least one of these watermarks. For
details, we refer to [12].

Note that during the protocol no attempt is made to “encrypt” the true watermark WM ;.
It is just hidden among a large number of “fake” ones. A potential attacker does not know
which watermark is genuine and just has the option of removing all watermarks from the
marked data. As the fake watermarks contain large parts of the digital data, their removal
will result in great distortions. The hope is that such an attack is infeasible due to the poor
quality of the resulting data.
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The protocol, as outlined above, is not zero-knowledge. A dishonest verifier V* can try to
successively remove the watermarks WM, until the proof fails. In this case, V* knows that he
has removed the genuine mark. A possibility for making the protocol zero-knowledge might
be to abort the detection protocol in case not all watermarks are detectable. However, this
change would decrease the robustness of the detection protocol, since removing one watermark
(even a fake one) would let the whole detection protocol fail.

RSA Homomorphic Property

A further protocol for zero-knowledge watermark detection has been proposed in [24], as a
solution to the watermarking decision problem: Given certain stego-data 0 = (5’1, e ,6;),
decide whether an RSA encrypted watermark E(WM) = (E(wmy),..., E(wmyg)) is present
in this stego-data. The authors propose a multi-round challenge-response protocol for solving
this problem for the blind version of the well-known watermarking scheme of Cox et al. [10].
In each round the prover chooses a random number 7, derives a random sequence B from
it by using some one-way (hash)-function, computes a blinded version 0" =0 + B of the
stego-image and sends its encryption E(@”) = (E(b/ll), e ,E(@Ik/)) to the verifier. Then, the
verifier chooses a random bit and, depending on this bit, challenges the prover either to prove
that E (61/) is correctly blinded (by revealing r) or to prove that the correlation value of 0"
and WM exceeds the detection threshold. The latter is achieved by letting the prover send
parts of the correlation P; = 5;’ xwmy; to the verifier, who verifies their correctness as follows:
the verifier computes E(F;), i.e., encrypts P; using the public encryption key, and compares
it to B (5;/) « E(wm;). If P; was correct, both should be identical due to the homomorphic
property of RSA. Being convinced of the correctness of P;, he can compute the correlation

value simply by adding them.

The security argument is as follows: if sufficiently many rounds have been performed, the
verifier can be sure that the prover used randomly blinded versions 0" of the stego-image
and that the watermark correlated with O”. Since the blinding values B were random they
should not correlate with WM and have no effect on the computed correlation values. Hence,
in each round the correlation value between O and WM is a good approximation of the
correlation value between the actual stego-image O’ and the watermark WM. However, no
real soundness proof has been given for this protocol and it is not zero-knowledge since the
verifier obtains a good estimation of the correlation value.

3.2 Computing with Committed Values

In this section, we describe one zero-knowledge watermark detection protocol [5] in detail.

The idea of this protocol is as follows: the common inputs, among others the watermark,
are encoded in commitments. During the protocol, P and V jointly and verifiably compute the
values according to the underlying detection statistic, where all computations are performed
on commitments. More concretely, a commitment on the correlation value is computed by
(i) exploiting the homomorphic property of the underlying commitment scheme, (ii) applying
the existing zero-knowledge protocols for showing relations between committed values (e.g.,
from [8]), and (iii) using zero-knowledge protocols to prove that the committed correlation
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value exceeds the detection threshold (e.g., from [7]).

The protocol builds on an early protocol by [24], but improves its results, since the wa-
termark is statistically hidden in the commitment and the protocol itself can be proven to be
a secure zero-knowledge proof.

3.2.1 Building Blocks

The following protocol uses various building blocks from cryptography.

Commitment scheme. The protocol requires commitments with a homomorphic property:
Let Cpy, Cpn, be commitments to arbitrary messages mi,mo € M and let sk‘géM,sk:géM
be the corresponding secret opening information. The homomorphic property allows the
committer to compute commitments that he can open to linear combinations of m1 and mso
without revealing any additional information about the content of the involved commitments.
More concretely

OPEN(Chny * Ciny, parcon M1 + ma, skiby + skéon) = (m1 +ma, T)

OPEN((Cm, )%, parcon, @ * mi, a * skidy) = (axmy, T)

holds.

We propose to apply the Damgard-Fujisaki integer commitment scheme [15], which is a
generalization of the Fujisaki-Okamoto commitment scheme [18]. This commitment scheme
is statistically hiding, computationally binding under the root assumption and can commit to
any integer [15].! A commitment on a message m is computed as C,, := g"h"modn, where
n is a product of two safe primes, h is a generator of a large subgroup of Z} and ¢ is a power
of h. For the concrete setup of these parameters we refer to [15].

Proving knowledge of opening information. Given a commitment C,, we need zero-
knowledge proofs for proving knowledge of a message a and secret opening information skg gy,
such that OPEN(Cy, parcoys @, skion) = (@, T), ie., the prover can open C,. For the
commitment schemes mentioned above, such proofs can be found in [18] and [15] respectively.
We denote this protocol with

POK(Cq; (a, skéon ) : OPEN(Cq, parcon, @, skéonm) = (a, T)).

For commitment schemes similar to that in [18], this protocol is statistically zero-knowledge
and computationally sound under the discrete logarithm assumption for the underlying group.

Toosely speaking, statistically hiding means that the commitment perfectly hides its content, and com-
putationally binding under the root assumption means that if an adversary algorithm manages to break the
binding property then it will be able to break a cryptographic assumption, which is commonly believed to be
hard. For the commitments we are concerned with this assumption is called the generalized root assumption
(see [15]).
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Proving relations between committed numbers. During the protocol, P must be able
to prove that certain relations hold for committed numbers, in particular that a committed
number is the product of two other committed numbers.

In [8] efficient statistically zero-knowledge and computationally sound proof protocols are
proposed for proving relations in modular arithmetic (addition, multiplication, exponentia-
tion) between committed numbers. On common input (Cy, Cy, Ce, Cy, parsoy) the protocols

are proofs of knowledge of (a,b,c,v) and skqgy = (SEEons sk%OM, sk&om» Skéon) with:

OPEN(Cq, parcon @ SkEon) = (@, T) A
OPEN(Cy, pargops b, sk&oy) = (0, T) A
OPEN(C., parconm, & SkGon) = (6, T) A
OPEN(Cy, parcon Vs skéonm) = (0, T) A

(a op b) = ¢ mod v

These protocols are statistical zero-knowledge and computationally sound under the discrete
logarithm assumption for the underlying group. We denote them as

POK((Cq, Cy, C¢, Cy); (a,b,¢,v), skaop : (@ op b) = ¢ mod v),

with op € {+,*,exp} and refer to [8] for the details of these protocols. As we do not need
to prove modular relations, but only integer relations, we may fix C, in the protocol as a
commitment on a sufficiently large prime v € M, such that no overflow occurs or apply
zero-knowledge proofs for integer arithmetic relations (see e.g. [15] for a zero-knowledge proof
system for the multiplication relation). We will denote these protocols as

POK((C(MCb?CC); (avba C)askCOM : (CL op b) = C),

Proving that a committed number is in an interval. Furthermore, we require an
efficient zero-knowledge proof protocol for proving that a committed number is in an interval
[l,u]. On common input (Cy, pargy) the proof protocol is a proof of knowledge of (a, sk&on)
with: OPEN(Cy, parcon @, skEon) = (@, T)Aa € [I,u]. The protocol proposed in [7], applied
to the commitments of [18, 15], is statistically zero-knowledge in the random oracle model and
computationally sound. By setting the interval appropriately this zero-knowledge proof can
be used to prove that a committed value is positive. A recent alternative to this range proof
is due to Lipmaa [30]. This protocol uses Lagrange’s four square decomposition of positive
integer values to prove that a committed number is positive. We denote these protocols in
short with POK(Cy; (a, skioy) @ > 0).

3.2.2 Protocol

The protocol presented in this section depends on the detection statistic of the corresponding
watermarking scheme. We show the protocol for a well-known blind watermarking scheme
of Cox et al. [10]. However, the idea underlying this approach is general and adaptable to
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other watermarking schemes and types of detection statistics, which can be computed using
operators +, ¥, —. Blind detection? of a watermark WM = (wmy, ...,wm;) in a stego-image
O works by computing the correlation value

—/
corr — < DCT(O ,k), WM > (3.1)

\/< DCT (0, k), DCT (O, k) >

between WM and the k largest DCT AC coefficients
DCT(O', k) = (DCT(O)y,...,DCT(O)).

Here, < -,- > denotes the scalar product of two vectors. The value corr is a measure of
confidence for the presence of WM in O'. The watermark is decided to be present in O iff
corr > ¢ holds for a predefined detection threshold §. The detection threshold § is a public
parameter of the watermarking scheme, which determines the false-positive and false-negative
probabilities.

The common inputs to the protocol are the committed watermark
CWM == (Cwmla ey Cwmk)a

the commitment parameter par-qy, and the stego-image O’ in which the presence of the
watermark should be proved. The quantity C,,, denotes the commitment to the watermark
component wm;. Additionally, P has the auxiliary input

WM wmi wmy,
skaom = (8kcoms -+ Skcon )

which is the secret opening information of C'ys. The tuple (Cway, sk:(%MM) can be efficiently
computed from WM using the commitment scheme.

In contrast to Cox et al., we assume that the watermark, DCT-coefficients and detection
threshold are integers and not real numbers. Note, that this is no real constraint, because
we can scale or quantize the real values appropriately. For efficiency reasons the following
equivalent® detection criterion is used:

C:=[(< DCT(0', k), WM >)? — < DCT (0, k), DCT (0, k) > * 6*] > 0. (3.2)

A B

The message space of the commitment scheme must be large enough so that no values drop
out when doing computations with the committed values. This can be done by choosing the
parameters parsgy of the commitment scheme accordingly?.

The protocol allowing P to prove to )V that the watermark, hidden in commitments C yyay,
is detectable in O consists of the following steps:

2For a protocol allowing non-blind zero-knowledge watermark detection we refer to [5].

3Equivalency holds for A > 0, which is proven in step 4 of the detection protocol.

4 Alternatively, we may choose smaller parameters and prove for each operation in zero-knowledge that no
overflow occurred, e.g., using proofs from [7].
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. P and V compute DCT(BI, k).

. P proves knowledge of the watermark components by performing the zero-knowledge

wm; )

sub-proofs POK(Cuym,; (wmi, skioa) @ OPEN(Cumy» Parcons Wi, SKGoM
(wm;, T)) fori =1,..., k.

. P and V compute the commitment

k —
Ca i= [[(Com)PETO

i=1

by exploiting the homomorphic property of the underlying commitment scheme.

. P proves to V in zero-knowledge that C4 contains a value > 0 by performing the sub-

protocol POK(Ca; (A, skdqy) + A > 0).

. P computes the value A2, sends a commitment C42 to V and proves to V in zero-

knowledge that C'42 “contains” the square of the value contained in C'4 by running the

sub-protocol POK ((Ca,Ca,Cy2); (A, A, A?), skooy : (A * A) = A?)).5

. P and V both locally compute the quantity B of the equivalent detection criterion C

as given in Equation 3.2. Note that all necessary values are not concealed and publicly
known.

. Now, both V and P compute the commitment C¢ := Cy2 * (¢%)~! on the value C.5

. Finally, P proves to V in zero-knowledge that the value contained in C¢ is > 0. For

this, P and V perform the sub-protocol POK(C¢; (C, skzgoM) : C' > 0). If V accepts

this proof, it can be sure that the watermark hidden in C'ys is detectable in O and it
outputs T.

. If any of the local tests or zero-knowledge proofs fails the verifier considers the watermark

as being not detectable and outputs L.

It can be shown (for details see [2]) that the above scheme is a computationally sound

and statistically zero-knowledge watermark detection protocol in the random oracle model.

5 Alternatively, we may use a sub-proof from [7] for proving that a committed number is a square.
5Note that ¢ is a commitment on B with blinding factor 1.
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